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Abstract: Multihoming is the one of issues to be addressed 
in IPv6. This paper presents the possible solution of 
multihoming methods among site exit routers. We also 
present the possible policies to select the proper router for 
load sharing. Besides, We propose the extended BGP 
algorithm for multihomed sites, as BGP has been the 
popular routing algorithm in IPv4 and IPv6. The extended 
BGP algorithm can enhance the load sharing and fault-
tolerance of multihomed sites. And, it is not difficult to 
convert the existing routers with BGP to the extended BGP 
for the multihoming environment because the extended 
BGP algorithm slightly modifies the existing BGP. 
 

1. Introduction 
The address space of IPv6, the next generation of Internet 
Protocol, extends the existing 32-bit space of IPv4 to 128-
bit space. With IPv6, various terminals such as cellular 
phone and many other electric devices can have their own 
Internet address, which is not possible for the lack of 
address space in IPv4. Besides, IPv6 has many good 
properties that fit well for those devices, for example, 
automatic address allocation. However, many issues to 
address in IPv4 still exist in IPv6. In this paper, we present 
the Multihoming issue of IPv6 and propose the possible 
solution.  
 A site, which might be a host, a server or an AS 
(Autonomous System), can have multiple network 
interfaces. If each interface is connected to an ISP or an AS, 
it may have multiple connections to the different ISPs or 
ASs. Such a site is called Multihomed. Thus, if a connection 
to an ISP or an AS is failed, the multihomed site can access 
Internet via other ISPs or ASs. On the other way, a 
multihomed site can be accessed from the outside via one 
of the multiple interfaces. In a multihomed site, the site 
becomes fault-tolerant in case of a network failure. And, we 
can improve the network performance with the load-sharing 
of the multiple connections. 
 In this paper, we define Multihoming as a situation 
where a group of the exit routers of an AS is connected to 
the multiple external ASs or where an external AS is 
connected to the multiple routers of an external AS. Thus, 
we analyze the BGP routing algorithm that is for the 
routing of the external ASs. There are many studies on 
Multihoming of IPv6 in the various aspects [1, 2, 4, 5, 6, 7, 

8, 9] and several drafts are presented to the IETF working 
group. Some of the drafts are about the requirements of 
IPv6 Multihoming in load sharing, address selection, routers, 
simplicity, and other requirements. The others present the 
default router selection in Multihoming and the backbone 
selection among the multiple backbones [1, 2, 4, 5, 6, 7, 8, 
9]. 
 At this moment, most of the studies in Multihoming are 
only for a network connection failure. Even the multihomed 
site is safe for the failure, it is inefficient in terms of the 
network resource utilization. For the efficient resource 
management, we need to consider not only the redundancy 
for a link failure but also the load sharing of the multiple 
interfaces for the utilization. 
 This paper introduces existing Multihoming mechanisms 
for redundancy and load sharing. And, it describes BGP 
(Border Gateway Protocol) routing algorithm between site 
exit routers of ASs. Then, we extend the existing BGP 
algorithm for Multihoming sites. In section 2, we describe 
the existing Multihoming mechanisms for redundancy and 
load sharing between site exit routers. And, for load sharing, 
the possible policies to select the router to distribute the 
load are presented. In section 3, we introduce existing 
BGP4+ algorithm. In section 4, we propose our extended 
BGP4+ algorithm for Multihoming and describe it. Finally, 
the conclusion is presented. 
 

2. Multihoming Mechanism in IPv6 
 
2.1 Multihoming Mechanism between Site Exit 
routers 
In RFC2260 [1], two Multihoming mechanisms between 
Site Exit routers are proposed. One is Auto Route Injection, 
and the other is Non-direct eBGP Peering. These 
mechanisms are presented for multiple Site Exit routers 
connected to multiple ISPs. This paper describes these 
Multihoming mechanisms with ASs instead of ISPs because 
AS covers ISP. 
 
2.1.1. Auto Route Injection 
In Figure 1, each Site Exit routers of AS A, B, C is 
connected to its corresponding Site Exit routers of the 
neighbor AS’s. AS C can access Internet via each Site Exit 
routers of the AS A or AS B for the addresses which have 



prefix A and B respectively. The local Site Exit routers 
connected each other in the AS C share prefix information - 
prefix A and B - with iBGP (Interior BGP) Peering.  
 In the AS C, if the route Rb to AS B is disconnected 
because of the failure of the Site Exit router in the AS B, the 
router Rb will send information about prefix B to AS A 
through the router Ra with iBGP. This mechanism is called 
Auto Route Injection. That is, site exit routers Ra and Rb of 
the AS C connected to each ASs exchange each prefix 
information. If one of the routes fails, it sends its prefix 
information to the other router which has a link alive. Thus, 
multihomed site AS C maintains fault tolerance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.1.2 Non-direct eBGP Peering 
 
Figure 3 shows the Non-direct eBGP Peering. A Site Exit 
router has primary and secondary link integrated with 
eBGP; the router Ra’s primary information is prefix A and 
secondary information is prefix B; the router Rb’s primary 
information is prefix B and secondary information is prefix 
A. In general case, each Site Exit router is connected with 
the primary AS for the primary prefix information. As 
shown in Figure 4, if the link between AS B and AS C is 
failed, the traffic of prefix B can be forwarded to AS B via 
the site exit router Ra of AS C as a secondary link. 
 In Auto Route Injection, as shown in Figure 2, when a 
local site exit router Ra or Rb has a problem or if a link is 
disconnected, both prefix A and B traffics are forwarded to 
a AS. Therefore, the AS should handle both prefix A and B 
traffics. And, in case the traffics are heavy to the AS that 
takes care of both traffics prefix A and B, the AS will have 
huge load. However, in the Non-direct eBGP Peering, 
though either site exit router Ra or Rb has a problem, both 
AS A and B may not have heavy load because the site exit 
router alive can distribute traffics to both AS A and B via its 
primary and secondary links. 

2.2. Load Sharing 
 
BGP and IGRP (Interior Gateway Routing Protocol) 
protocols are examples of the existing static load sharing 
methods. These methods rely on the configuration of the 
router administrator. The administrator configures the 
router with various parameters such as bandwidth, link cost, 
or any related to the network condition. And, with these 
parameters, the router can find the best path to destination 
and process load sharing for multiple links. Cisco routers 
can configure load sharing between site exit routers with 
the static method for the existing BGP4+ protocol. When 
setting up the router, the administrator divides the prefix 
information so that the traffic loads can be distributed to 
each site exit router. It is simple to share the load with the 
static configuration. However, if the network condition 
changes, the router may not perform optimally with the 
static parameters. As a result, it may bring the entire 
network the lower performance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 To solve the problem, a router or server checks the 
network status automatically and sets the load sharing 
parameter that fits to the network status. This automatic 
load sharing is called dynamic load sharing. The dynamic 
load sharing is much faster than static load sharing and 
done automatically. Besides, it saves the time used for 
setting the parameters by the administrator. And, it reduces 
the packet losses and delays so that the entire network 
performance can be improved. 
 We need a policy to select a proper router when loads 
are distributed. As follows, we present the two possible 
policies that select the candidate router for load sharing 
among the site exit routers that are multihomed in a group 
of site exit routers in the Auto Route Injection (Figure 1) 
and Non-direct eBGP Peering (Figure 3) mechanisms: the 
random router selection and the best router selection. 

Figure 2. Redundancy in Auto Route 
Injection 
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Figure 1.  Auto Route Injection 
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Figure3. Non-direct eBGP Peering 
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▪  Random Router Selection 
 It selects each site exit router on round robin or 
randomly without regarding the status of the routers and 
distributes the load sequentially for load sharing. It is 
simple but it may have problems, such as a delay, by 
regardless of workload on each router. 
▪  Best Router Selection 
 It selects the router that fits best on the status of routers 
or the network as follows. 

a. It distributes the load to the router that is idle 
among the multihomed routers during run-time. 

b. It distributes the load to the router that has the 
shortest response time for the multicast requests 
sent to the multihomed routers. 

c. It distributes the load to the router with the weight 
that is assigned to each router based on workload 
information analyzed in the group of site exit 
routers during run-time. 

d. It distributes the load to the router by other factors 
such as metrics, preference value, and prefix 
information, etc. 

 
3. BGP4+ Algorithm 

Among the EGPs (Exterior Gateway Protocol), BGP4 is the 
most popular. BGP has been developed to BGP4 and to 
other versions. The most important function of the BGP is 
to exchange the network reachability between BGP peer 
routers in the ASs. BGP uses TCP to guarantee the 
reliability. The mostly used BGP4 works for IPv4 only. 
RFC2283 [12] extends BGP4 and defines many additional 
factors in order to exchange the information of the other 
protocols. For example, it presents how to exchange 
information in IPX or IPv6 with BGP4. Thus, it defines 
BGP4+ protocol to exchange the routing information 
between ASs using BGP in IPv6.  
 BGP4+ selects just one path as the best path to a 
destination [11]. Once the path is selected, it is stored into 
the routing table. And, the path is propagated to the 
neighbors. It is called the best path selection algorithm and 
the algorithm in BGP4+ is the same as that of the BGP4. 
Therefore, in this paper, we regard as the same the solution 
of load sharing for BGP4+ and BGP in the multihomed 
network. In the following, we introduce the decision 
process that is the part of the best path selection algorithm 
of the BGP4 to select the optimal route for a destination. 
 
BGP Decision Process for a BGP router [11] 
Phase 1. Calculate Preference Degree  
A router in a local AS calculates the preference degree of 
the each route given from a BGP speaker of the 
neighboring AS. Then, it advertises the highest degree 
preference route for each destination to other BGP 
speakers in the local AS. 

 
Phase 2. Route Selection  
It selects the best route to each destination in the local AS 
and installs it on the Loc-Rib. That is, for each possible 
route to a destination in the Adj-RIBS-In, the local BGP 
speaker selects the route as follows: 

(a) The route that has the highest preference among the 
routes to the same destination 

(b) The unique route to one destination 
(c) The route chosen by the tie-breaking rule 
The selected route is replaced with the route that has the 
same destination of the selected route in the Loc-Rib of 
each speaker 
 
Phase 3. Route Propagation 
By the policy of PIB (Policy Information Base), it 
propagates the routes in the Loc-Rib to each BGP peer of 
the neighboring ASs. Route Aggregation and Information 
Reduction are optionally performed. 

 
4. The extended BGP4+ Algorithm 

This section presents the solution for load sharing in IPv4 
and IPv6 between site exit routers in the multihomed 
network by extending Routing Table and the BGP best path 
selection algorithm. First of all, if a site exit router a in one 
AS is connected to the n routers in one AS or multiple ASs, 
the router a for a destination d has the number of n next 
hops at most. Thus, the BGP routing table grows at least n 
times in ours for the multihomed site. Besides, the route 
selection algorithm is modified to select at most n next hop 
paths for a destination d. 
 Based on them, we propose the following algorithm that 
modifies and extends the Phase 2 of the existing BGP 
Decision Process for the mutihomed site in IPv4 and IPv6. 
Our algorithm compares the received routes and the 
existing optimal route and it selects the optimal route for 
each Next Hop to a destination instead of selecting one 
optimal route for the destination. Therefore, the routing 
table includes each optimal path for multiple next hops for 
the destination but the existing algorithm has the routing 
table that contains one optimal path for the destination even 
it has the multiple next hops. 
 
BGP Decision Process for one Multihomed BGP router 
Phase 2. Router Selection  
The router selects the best route of each next-hop to each 
destination in the local AS and installs it on the Loc-Rib. 
That is, for each possible route to a destination in the Adj-
RIBS-In, the local BGP speaker selects the route as 
follows: 
(a) Each route that has the highest preference for each 

next-hop AS path route to the same destination – that 
is, the best route per an interface. 

(b) The unique route to one destination. 
(c) Each route chosen among the different next-hop AS 

path routes to the same destination by the Tie-
breaking rule.  

The selected routes are replaced with the routes that have 
the same destination in the Loc-Rib of each speaker – if 
each route is in the different next-hop AS path from the 
route in the table even for the same destination, the 
selected route is not replaced with the route in the table. 

 
It is possible to apply our updated phase 2 to the existing 
best path selection algorithm of BGP4 for the load sharing 
in the multihomed network. Even we do not show the 



solutions of dynamic traffic load sharing algorithm in this 
paper, we present the basis for the load sharing algorithms. 
Thus, based on our extended BGP algorithm, each router 
can select the best path for each Next-Hop to one 
destination among the multiple paths to the Next-Hop 
eBGP routers in the multihomed network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 For example, Figure 5 shows the routing table of AS A, 
AS B, and AS C for BGP algorithm when there is a 
destination host D. AS D for the destination host propagates 
the reaching information to the neighboring ASs A and B. 
Thus, both AS A and AS B store the reaching information 
for D as (D) in each routing table. And, AS C receives the 
reaching information to the destination D from AS A and AS 
B. With the existing algorithm, AS C will select either a 
route A D or a route B D as the best route. But, in our 
algorithm, AS C will select the route A D for the interface A 
and the route B D for the interface B as the best routes 
respectively. Therefore, with our algorithm, we can utilize 
the network interfaces and implement the load sharing for 
the interfaces.  
 To analyze the extended BGP algorithm, the Loc-Rib 
table of a BGP router that installs the extended algorithm 
should be analyzed. For each destination D, the space 
complexity of the Loc-Rib table is, for the existing BGP 
algorithm, O(1 x D) and for the extended algorithm, O(n x 
D); n is the number of the interfaces within one AS. 
Similarly, for each destination D, the time complexity of 
the Loc-Rib table is O(1 x D) for the existing BGP 
algorithm and is O(n x D) for the extended algorithm. Even 
though the time and space complexities of the extended 
algorithm proposed in this paper are not as good as them of 
the existing algorithm, we believe that resource and time 
efficiency of the extended algorithm may be better than that 
of the existing algorithm for the entire network.  
 

5. Conclusion 
This paper describes the basis for load sharing 
implementation between multihomed site exit routers in 
IPv4 and IPv6. We show the multihomed network frames 
based on Auto Route Injection and Non-direct eBGP 
Peering mechanism that are mentioned in the RFC 2260 [1] 
and RFC 3178 [2]. We also present the possible route 
selection policy and requirement for load sharing in 
multihomed sites. Finally, we propose the extended BGP 

algorithm that selects the best route of each next hop for a 
destination in site exit routers. Because the router has the 
optimal route information for each next hop for a 
destination, we can apply load-sharing algorithms. Our 
study has been on progress for measuring efficiency and 
performance with the SSFNet simulator [17]. As a future 
work, a load sharing in multihomed sites with the extended 
BGP algorithm will be presented. 
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Figure. 5. The extended BGP4+ Example 
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