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\begin{abstract}
This paper presents a Recipient-Anonymous Data Delivery (RAD), tailored and optimized for stable-topology networks. There is one simplistic approach for achieving recipient anonymity. If a message is equally broadcasted to all network entities (e.g., routers and hosts), an adversary cannot infer any traffic patterns for the intended recipient. While this technique is unconditionally secure, no one believes that this is a practical solution except in some special network environments since it requires extremely expensive traffic overhead. In this paper we realize this idea with an efficient multicast protocol by introducing the concept of a public routing proxy. A public routing proxy enables a sender to deliver a message to the intended recipient anonymously since the public routing proxy multicasts the message to a set of \( k \) network entities including the intended recipient. Thus, in the proposed protocol, the recipient's \( k \)-anonymity can be unconditionally guaranteed. We also demonstrate the practicality of the proposed protocol through intensive simulation based on well-known network topologies.
\end{abstract}

1. Introduction

Using traffic analysis, it is possible to infer who communicates with whom over open networks. In conventional networks, a network entity should inherently identify its correspondent to communicate with. For example, in packet switched networks, the network-level addresses to identify the source and destination are visible to anyone with access to any link over which the traffic flows. Since the address information is commonly contained in not the packet contents but the packet headers, traffic analysis is still effective even if the packet content is encrypted. Therefore traffic analysis is relatively easy compared to cryptanalysis that requires considerable efforts to break [7]. In many applications, traffic analysis is a key threat to the right to user privacy. For example, when a customer placing an online order wants to make his/her transactions anonymous, an attacker can prevent it by tracing the route of the network packets. In this paper, we propose an efficient, recipient-anonymous network protocol to be resistant to traffic analysis in stable-topology networks such as the Internet.

Many network protocols against traffic analysis have been developed. These protocols should be efficient while hiding the information about the communicating parties. For example, theoretically secure recipient anonymity can be simply achieved by using broadcast [13] if we do not care efficiency of the protocol. In other words, a sender broadcasts a message to all network entities including the intended recipient. For this approach, even an adversary with unlimited computing power cannot infer any information about the intended recipient since a message is delivered to every recipient in the same manner. However, this technique may be impractical due to its inherent huge traffic overhead. Therefore, most research efforts have elaborated on reasonable trade-offs between privacy and efficiency. The most popular approach [10,27] is to obfuscate the traffic route with cryptographic primitives such as public key cryptography. In theory, public key cryptography may provide a neat solution for anonymous
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communication. In practice, however, public key infrastructure (PKI) has proved to be difficult to deploy [12]; it is expensive and the existence of trusted parties is required. Above all, the most serious problem of these solutions is not effective against correlation attacks [18] where attackers analyse the information about traffic entering and exiting (e.g. timing information) and determine with whom one is communicating using correlation functions.

Alternatively, we focus on designing an anonymous protocol without use of any cryptographic operations to hide the relationship between incoming and outgoing messages against not only traffic tracing attacks but also correlation attacks. This paper particularly investigates one-way k-recipient-anonymous data delivery services, such as privacy-sensitive health-related advertisement and military operation command delivery. The main purpose is to blur who is the actually intended message receiver from others by generating faked messages.

We generalize the problem as follows: Alice wants to deliver a secret letter to Bob. Alice does not want to reveal her original recipient. Eve can observe all messages between any users over the network. How can Alice hide her original recipient from Eve when Alice tries to deliver the secret message to Bob? Our main idea is to realize the concept of broadcast for recipient anonymity with an efficient multicast-based protocol. The basic process is simply described as follows:

1. Alice chooses a set of network users including Bob, that is called the anonymity set.
2. Alice multicasts a message to all members in the anonymity set in the same manner.

In this protocol, Eve cannot unconditionally identify Bob from the other members in the anonymity set [23] since any message traffic pattern between Alice and a member in the anonymity set is not specific. This protocol is exactly the same as the broadcast-based scheme when we choose all network users for the anonymity set.

However, there are two challenging issues in designing a multicast-based protocol for efficiency. The first problem is how to choose dummy members for anonymity set. The efficiency of multicast protocol naturally depends on which users are chosen. Fig. 1 shows the importance of choosing dummy users for anonymity set. 6 messages are totally required to deliver a message from Alice to Bob and the dummy user in Fig. 1(a) whereas it is enough to send 3 messages for the same purpose in Fig. 1(b). Therefore we should carefully choose dummy users for anonymity set. Unfortunately, finding a set of network users for an efficient multicasting is not trivial.

The second problem is how to construct a multicast tree for an anonymity set. In general, the problem of multicast routing in communication networks is equivalent to finding a tree \( T = (V_T, E_T) \) called a multicast tree in a network such that \( T \) spans all network users in the multicast group. Note that the performance of multicasting is dramatically changed depending on the constructed tree \( T \). Fig. 2 shows the importance of multicast tree optimization. However, this problem is equivalent to a classical optimization problem called the Steiner tree problem which is well-known NP-hard [16]. Given an arbitrary weighted graph with a distinguished vertex subset, the Steiner Tree Problem asks for a minimum-cost subtree spanning the distinguished vertices [30]. Moreover, the Steiner tree is not always an ideal multicast route in all applications. For example, the delay performance can be worse than other multicast routes since it does not constrain the maximum path length [6]. Therefore it is computationally difficult to construct a ‘good’ multicast tree even if the proper anonymity set is completely given. This means that we must use heuristics.

However, by introducing the concept of public routing proxy, we can support an efficient multicasting for recipient k-anonymity. A proxy is already a well-known concept for anonymous communication. The mixes in [5] and the onion routers in [27] are the representative examples of proxies for anonymous communication. While they use randomly selected proxies (or routers), we choose a network entity that is topologically close to the recipient, as the recipient’s proxy. This paper contributes in the following areas:

- We introduce the concept of public routing proxy considering both of efficiency and anonymity: A sender (Alice) can deliver a message to the intended recipient (Bob) via the recipient’s a public routing proxy. Our RAD protocol in Section 3 provides perfect k-anonymity without the assumptions of trusted proxies and cryptographic primitives. We formally define the threat model in Section 2 and analyse the security of RAD in Section 5.2.
- We particularly design an algorithm to generate the public routing proxies for each network entity in Section 4. We also show that the running time of this algorithm is \( O(n^4) \), where \( n \) is the number of network entities.
- In Section 5 we empirically analyse the performance and anonymity of RAD with several network datasets in order to show that our RAD protocol can perform well in many network topologies as follows: four random graphs, two Transit-Stub graphs [4], a ring graph, a Watts-Strogatz small world graph [37], a Barabási-Albert scale free network [2], a Content-Addressable Network (CAN) [26], a Chord network [33], and a Hypergrid graph [29]. The experimental results demonstrated that RAD is capable of achieving k-anonymity with low traffic overhead and network latency on these network topologies.

![Fig. 1. The importance of choosing dummies for anonymity set.](image-url)
2. Model

2.1. Network model

We view a network as an undirected, unweighted and connected graph $G = (V, E)$, where the vertex set $V$ contains the network entities to exchange messages and the edge matrix $E$ represents communication channels between entities. In $G$, each vertex is identified by a unique identifier.

This paper does not assume any density of data traffic generated in the network. This is different from the assumption of conventional anonymous schemes such as the Chaum's mix scheme [5] and Onion routing [27]. Unlike conventional anonymous protocols, we do not assume this traffic condition. For mix schemes or Onion routing, the traffic should be continuously generated in a heavy density so that the messages can be sufficiently shuffled at mixes or onion routers to hide their relation with the sender. On the other hand, our goal is to provide anonymity regardless of the other network entities' traffic condition.

2.2. Security goals

We assume that a computationally unlimited adversary can try to trace the messages exchanged between network entities; note that the adversary can eavesdrop communication between any two of the participants (i.e., sender, proxy, and recipient) and also control an arbitrary subset of the participants. Moreover, we do not assume the existence of a trusted third party for the roles of administrator or proxy, which is generally required in existing solutions. Since we do not require a trusted proxy, our protocol clearly provides the backward/forward secrecy properties.

For recipient anonymity, the adversary should not be able to determine who the intended recipient of a particular message is. The concept of anonymity is defined as the state of not being identifiable with a set of subjects, namely the anonymity set. In general, anonymity is defined in terms of unlinkability between the item of interest (IOI) and the identifier of a subject. Throughout this paper, we treat “the content of the sender’s message” as IOI. In other words, recipient anonymity means that “a particular message content (IOI)” is not linkable to “the intended recipient (subject)”. Note that “message content” is different from “network transmission”. Suppose that Alice wants to deliver a secret message $m$ to Bob. Alice first encrypts $m$ with Bob’s public key and then distributes the encrypted message to Bob and $k−1$ other dummies in order to hide that the intended recipient of the message is Bob.

For example, Fig. 3 shows the data delivery to an anonymity set where the size of “anonymity set” is 5 and an arrow indicates a message transmission. When we treat network transmissions as IOIs, the adversary can identify each network transmission by observing the addressing information attached to each message. However, the intended recipient of the message $m$ can be identified only with the probability of at most $1/5$ when we treat “the content of the message $m$” as an IOI.

Thus, in this paper, our goal is to provide $k$-anonymity for a recipient. The concept of $k$-anonymity was originally introduced in the context of relational data privacy [34]. We define that a communication protocol is recipient $k$-anonymous if it can guarantee that an adversary, trying to determine the intended recipient of a particular message, can only narrow down the possible recipients to a set of size $k$ that is named “anonymity set” [36]. In particular, we aim to resist not only traffic tracing attacks that try to identify the recipient by tracing traffic route but also correlation attacks that try to identify two suspected endpoints communicating with each other by using correlation function with traffic entering and exiting.
3. Anonymous routing protocol

The proposed protocol RAD is basically to distribute the secret message to randomly chosen \( k \)-1 dummies and the intended recipient through a public routing proxy; that is, the message of the sender is at first routed to the public routing proxy and then the public routing proxy delivers the message to the anonymity set of size \( k \). We first define “HopCount” in Definition 3.1 as a basic function used in RAD. Here, \( |S| \) and Distance \((u,v)\) denote the cardinality of the set \( S \) and the shortest path length between \( u \) and \( v \), respectively. Intuitively, HopCount \((u,k)\) can be interpreted as the minimum hop count value needed to satisfy that the number of recipients in multicast is at least \( k \) when \( u \) delivers a message using the Time-To-Live (TTL)-based multicast.

**Definition 3.1.** HopCount Given a graph \( G = (V,E) \) and a constant \( k \), we define the HopCount for \( u \in V \) as:

\[
\text{HopCount}(u,k) = \min\{l : |S| \geq k \text{ and Distance}(u,v) \leq l \text{ for } v \in S \subseteq V\}
\]

Now, we explain the RAD protocol with the packet format and the delivery procedure as follows: The RAD protocol packet format is specified in Fig. 4. The field of Type is used to identify the “packet type”. The fields of Source Address and Destination Address contain the sender s’s network address and the chosen proxy p’s network address, respectively. Especially, the field of Hop Count contains the information about the TTL value for the multicast initiated by \( p \). With this packet, the data packets will at first be forwarded towards the chosen proxy \( p \) and then the proxy \( p \) will send the packets to the multicast tree containing the anonymity set. Through this multicast, the packets will be anonymously delivered to the originally intended recipient \( r \). Note that our RAD protocol can be defined as a shim layer between the network layer and the application layer, such as Ad-hoc On Demand Distance Vector Routing (AODV) [22] for Mobile Ad hoc Networking (MANET). Our forwarding protocol consists of the following two steps.

1. **Computing public routing proxies.** Given the security parameter \( k \), public routing proxies are selected for each vertex \( u \in V \) that is a possible message recipient, using Algorithm 1, explained in Section 4. The notation \( P_u \) denotes the set of the public routing proxies of \( u \). Note that this selection needs to be done only once at the initialization phase if the network topology is not changed. However, this selection requires not only the knowledge about the global network topology but also the considerable computational cost; refer to Section 4 for the detailed discussion. Therefore, in practice, it seems desirable to compute and publish the results by a network entity such as administrator. For example, the administrator can compute public routing proxies of all network entities and broadcast them periodically. In fact, anyone with the knowledge about the global network topology can play the role of the administrator. This implies that the public routing proxies cannot be forged since the forgery is detectable by anyone with the knowledge about the global network topology. We will show that the average size of public routing proxies is reasonable enough; refer to Section 5.1 for the detailed discussion. For the scalable computation of Algorithm 1 in a large-scale network, we can divide the whole network into multiple subnetworks and each multiple subnetwork can be maintained by an individual network administrator.

2. **Sending the message.** Before sending the secret message \( m \), the sender \( s \) first obtains the intended recipient \( r \)’s public routing proxies, \( P_r \), and then randomly chooses a proxy \( p \in P_r \) covering \( r \). The sender \( s \) delivers \( m \) to \( p \). Upon receiving \( m,p \) multicasts \( m \) to \( v \in M \) where \( M \) is the set of vertices within the HopCount \((p,k)\) distance from \( p \). This means that \( p \) can forward the message \( m \) from \( s \) to the vertices in \( M \) by simply setting the TTL value as the HopCount \((p,k)\).

To give an intuition for our RAD protocol, we consider the scenario depicted in Fig. 5 where the node \( A \) wants to deliver a message to the node \( B \) to satisfy that the number of recipients is at least \( 5 \) (i.e. \( 5 \)-anonymity data delivery is required). Before delivering a message, \( A \) needs to choose one of \( B \)’s public routing proxies randomly. Fig. 5(a) represents the \( B \)’s five public routing proxies (light gray nodes) computed by Algorithm 1. Interestingly, we can see that \( B \) itself is included in the \( B \)’s public routing proxies. In this scenario, we assume that \( A \) received the information about all network nodes’ public routing proxies periodically. Therefore, \( A \) delivers the message with the information about “Hop Count = 2” to the randomly chosen node \( P \) from the \( B \)’s public routing proxies. After receiving this message, the node \( P \) relays the messages to the nodes within 2 hops. Fig. 5(b) represents the actual recipients (dark gray nodes) in this step.

Note that there is a rule to send multiple messages from the same source to the same recipient sequentially. When a sender wants to deliver messages to the intended recipient successively, the same public routing proxy should be used repeatedly. Otherwise, the size of anonymity set may be reduced by using statistical inference attacks. For example, suppose that the average number of messages in a communication session is known as 2. In this case, the adversary collects the information about the public routing proxies, \( p \) and \( \tilde{p} \), used in delivering two successive messages from the same sender. The adversary can guess that the intended recipient is a vertex in the intersection...
between the vertices with \( p \) and the vertices with \( \bar{p} \) as their public routing proxies. Therefore, we cannot guarantee the size of this intersection is greater than \( k \).

In Section 1, we discussed two challenging issues: “how to choose dummies” and “how to construct a multicast tree” for an anonymity set. In RAD, dummies are chosen as the vertices proximate to a public routing proxy. These dummies guarantee both of \( k \)-anonymity and efficiency. Although finding the minimal Steiner tree is NP-hard, the minimal Steiner tree is exactly identical to a minimum spanning tree \( T = (V_T, E_T) \) of a multicast group \( M \) when \( M = V_T \). When a graph is unweighted, any spanning tree is a minimum spanning tree. Therefore the efficiency of RAD depends on the size of a multicast group \( M \) only, which is decided by the topological position of the chosen public routing proxy \( p \) since \( M \) consists of all nodes within the HopCount \((p, k)\) distance from \( p \). We will show how to select good candidates for public routing proxy in more detail in the following section.

4. Selection of routing proxies

**Algorithm 1**. Finding public routing proxies

| Require: \( k \leq |V| \) |
|---|
| 1: for all \( u \in V \) do |
| 2: Initialize the set of routing proxies \( P_u \leftarrow \emptyset \). |
| 3: Initialize the set of recipient nodes \( R_u \leftarrow \emptyset \). |
| 4: Compute HopCount \((u, k)\). |
| 5: Compute CoverSize \((u, k)\). |
| 6: end for |
| 7: for all \( u \in V \) do |
| 8: for all \( v \in V \) do |
| 9: Compute Distance \((u, v)\). |
| 10: end for |
| 11: end for |
| 12: for all \( u \in V \) do |
| 13: for all \( v \in V \) do |
| 14: if HopCount \((u, k) > \) Distance \((u, v)\) then |
| 15: Add \( u \) into \( P_v \). |
| 16: Add \( v \) into \( R_u \). |
| 17: end if |
| 18: end for |
| 19: end for |
| 20: \( P = \cup_{u \in V} P_u \). |
| 21: Sort all public routing proxies \( p \in P \) in descending order with the size of \( R_p \). |
| 22: for all \( p \in P \) do |
| 23: removable\([p] \leftarrow \) TRUE. |
| 24: for all \( r \in R_p \) do |
| 25: if \( |p| = 1 \) then |
| 26: removable\([p] \leftarrow \) FALSE. |
| 27: end if |
| 28: end for |
| 29: if removable\([p] = \) TRUE then |
| 30: for all \( r \in R_p \) do |
| 31: Delete \( p \) from \( P \) and set \( R_p \leftarrow \emptyset \). |
| 32: end for |
| 33: end if |
| 34: end for |

In this section, we explain how to select a set of routing proxies of each possible recipient in detail. The selection algorithm needs to efficiently select public routing proxies for every vertex in \( V \). Given a security parameter \( k \), the public routing proxies for all network entities can be simultaneously selected by Algorithm 1. To explain this algorithm, we define “CoverSize” as follows:

**Definition 4.1 (CoverSize)**. Let CoverSize \((u, k)\) be the number of network nodes within the multi-hop communication scope of HopCount \((u, k)\) where \( u \) is a public routing proxy and \( k \) is the parameter of \( k \)-anonymity.

Line 1–11 is the initialization step, computing HopCount \((u, k)\) and CoverSize \((u, k)\) for all possible recipients \( u \in V \) and the given anonymity parameter \( k \), and also computing Distance \((u, v)\) that is the shortest path length of an arbitrary pair \((u, v)\). For all \( u \in V \), we initialize the set of routing proxies serving for \( u, P_u \) and the set of recipient nodes with \( u \) as one of their public routing proxies, \( R_u \). Note that each node can be public routing proxy and recipient node at the same time.

The procedure in line 12–19 will only add a vertex \( u \) into the public routing proxies \( P_v \) of each vertex \( v \) which are located within the distance HopCount \((u, k)\) from \( u \). In line 20, \( P \) is computed as the union of the sets \( P_v \) of public routing proxies for the senders \( v \in V \). According to the definition of HopCount \((u, k)\), we can see that for all \( p \in P \) in line 20 serves for at least \( k \) nodes.

In the next step in line 21–34, we delete some redundant proxies from \( P \). As we mentioned in Section 3, the efficiency of RAD depends on which public routing proxy is chosen. Therefore we need to delete improper proxy candidates which are likely to lead to a heavy traffic situation. The deletion of redundant proxies is also helpful to reduce the size of the public routing proxies to be maintained. We do this by repeatedly deleting “removable” proxy from \( P \). A “removable” proxy \( p^{\text{removeable}} \) is denoted as redundant proxy where all the network entities with \( p^{\text{removeable}} \) as one of their public routing proxies have also at least another public proxy \( p \neq p^{\text{removeable}} \). This means that all the network entities associated to \( p^{\text{removeable}} \) still have a public proxy \( p \) even if \( p^{\text{removeable}} \) is deleted from their public routing proxies.

Here, we explain how to delete redundant proxies leading to a heavy traffic situation. The key observation is that a public routing proxy with a large CoverSize will lead to a heavy traffic situation in the protocol. In other words, a public routing proxy with the smallest CoverSize is preferred to reduce this message traffic as long as it guarantees recipient \( k \)-anonymity. Therefore, in line 23–28, we sequentially check whether \( p \in P \) can be deleted in descending order with the CoverSize after sorting them. In line 29–34, for all \( r \in R_p \), we delete \( p \) from \( P \). For example, in Table 1, the node “6” is first tested to be deleted since the node “6” has the largest CoverSize (≈ 5). However the node “6” is not deleted since the node “6” is not “removable”. Next, the node “1” is tested and then deleted since the node “1” is “removable”. Algorithm 1 guarantees that an intended recipient \( r \) correctly receives the message \( m \) in RAD if the graph is connected. First of all, we show that there exists at least one
public routing proxy for \( r \). In line 12–19, at least all neighbours of \( r \) should be added into \( P_i \) if \( k > 1 \). Since there exists \( p \in P_i \) such that \( \text{removable}[p] = \text{FALSE}, r \) always has at least one public routing proxy. Thus RAD is always successfully terminated since the distance between the intended recipient \( r \) and its a public routing proxy \( p \in P_i \), which is chosen by this algorithm, is less than HopCount \((p, k)\).

The time complexity of Algorithm 1 is \( O(n^3) \) time. Using breadth-first search, we can compute HopCount \((u, k)\) and CoverSize \((u, k)\) for \( u \in V \) in \( O(n) \) time. Therefore, the computation in line 1–6 can be processed in \( O(n^2) \). For the addition of public routing proxies, the computation in line 12–19 can be processed in \( O(n^2) \) time. In line 20–21, we sort \( P_i \) in \( O(n \log n) \) time. Finally, for the removal of public routing proxies, the computation in line 22–34 can be processed in \( O(n^3) \) time. Consequently, the total running time is in \( O(n^3) \).

5. Analysis

In this section, we empirically analyse the performance and anonymity of RAD with several network datasets.

5.1. Performance

We define two following cost functions, “CostLatency” and “CostTraffic” in Definitions 5.1 and 5.2, to measure the performance.

Definition 5.1 (CostLatency). The number of rounds to deliver a message to the intended recipient required by the protocol, presuming that every network entity is allowed to send arbitrarily many messages with every (global) time tick and to receive arbitrarily many messages sent by other entities at the beginning of a round.


![Fig. 5. An example scenario of 5-anonymity data delivery by RAD: the sender A sends a message to the recipient B via one of B’s public routing proxies, P.](image-url)

Table 1

<table>
<thead>
<tr>
<th>( i )</th>
<th>Before deleting the node “1”</th>
<th>After deleting the node “1”</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_i )</td>
<td>( R_i )</td>
<td>( P_i )</td>
</tr>
<tr>
<td>1</td>
<td>( 1,2,5,6 )</td>
<td>( 2,3,5 )</td>
</tr>
<tr>
<td>2</td>
<td>( 1,2,6 )</td>
<td>( 1,2,3 )</td>
</tr>
<tr>
<td>3</td>
<td>( 1,2,4,6 )</td>
<td>( 1 )</td>
</tr>
<tr>
<td>4</td>
<td>( 4,5,6 )</td>
<td>( 3,4,6 )</td>
</tr>
<tr>
<td>5</td>
<td>( 1,4,5 )</td>
<td>( 1,4,5 )</td>
</tr>
<tr>
<td>6</td>
<td>( 6 )</td>
<td>( 1,2,3,4,6 )</td>
</tr>
</tbody>
</table>

**Definition 5.2 (CostTraffic).** The total number of messages transmitted among all network entities according to the protocol.

We approximate the expected values of these costs for RAD. Given the graph \( G \) and the security parameter \( k \), let \( L(G), H(G, k) \) and \( D(G) \) be the average shortest path length among all pairs of vertices, the average HopCount and the average degree, respectively. The upper bound of \( E[\text{CostLatency}] \) is simply derived in Eq. (1). Here, \( E[X] \) denotes the expected value of the argument random variable \( X \).

\[
E[\text{CostLatency}] \leq L(G) + H(G, k) \tag{1}
\]

This is because the average hop count from a source \( s \) to the public routing proxy \( p \) of an intended recipient \( r \) is \( L(G) \) and the average hop count from \( p \) to \( r \) is \( H(G, k) \).

The upper bound of \( E[\text{CostTraffic}] \) is also derived in Eq. (2). Here, the number of leaves at depth \( h \) is \( d^h \) in the complete \( d \)-ary tree.

\[
E[\text{CostTraffic}] \leq L(G) + \sum_{i=1}^{\frac{H(G, k)}{D(G)}} D(G)^i - 1 \tag{2}
\]

In Eq. (2), we expect the upper bound of CostTraffic to be linearly proportional to the security parameter \( k \) since \( H(G, k) \leq \log_{D(G)} k + 1 \) in a complete \( D(G) \)-ary tree.

We evaluated the performance of our RAD protocol on several network datasets in order to show that our scheme can perform well in many network topologies as follows: four random graphs (Random001, Random005, Random01, Random10 – we denote as Randomp, the random graph with the linking probability \( p \), which means the probability that two vertices are directly connected via an edge.), two Transit-Stub graphs [4], a ring graph, a Watts-Strogatz small world graph [37], a Barabási-Albert scale free network [2], a Content-Addressable Network (CAN) [26], a Chord network [33], and a Hypergrid graph [29]. The network topologies are shown in Fig. 6. Inherently, the hop count for multicast to satisfy \( k \)-anonymity property will be varied depending on the underlying network topologies. For example, in a network of linear chain, a hop count should be at least \( k \). However, at a public routing proxy with \( k \) neighbors, one hop count is enough for \( k \)-anonymity. To show the effect of network topologies, we analysed the performances of our RAD protocol on various network...
topologies. We summarize the properties of the networks used in the experiments in Table 2. Network density is a normalized version of the average number of neighbours, which indicates the average connectivity of a node in a network. Network diameter is the maximum distance between nodes in the network [21]. Network density describes the overall level of interaction between all nodes in a network [11].

Our experimental scenarios come under two broad categories. In the first category (Random001, Random005, Random01, Random02), we analysed the cost/efficiency of RAD depending on the effect of network density by varying the linking probability from 0.001 to 0.2. In the second category (the remaining networks), we also analysed the cost/efficiency of RAD on various network topologies.

We randomly generated 300 routing queries between a sender and a recipient for each network. We tested the cost/efficiency by varying k from 10 to 100. Note that the preprocessing cost for setting public routing proxies is ignored. The cost of this preprocessing requires O(n^2) computation time and O(n) messages to distribute public routing proxies where n is the number of network entities. For comparison purposes, we implement three multicast protocols that generate a multicast tree for the recipient set consisting of the randomly selected k – 1 network entities and the intended recipient r: (i) Nearest Participant First (NPF) algorithm [35], (ii) the Kou, Markowsky and Berman (KMB) algorithm [17], and (iii) finding the Shortest Path Tree between the sender and each of the recipient set (SPT). These three heuristics were designed to focus on the construction of efficient multicast trees only. Therefore, given a set of recipients, these heuristics have been shown to perform well in practice [24,38]. Unlike these heuristics, our scheme is designed to focus not only on the construction of efficient multicast trees but also the selection of optimized dummy nodes, as discussed in Section 1. Note that since our traffic and security assumption is totally different from the Chaum's mix scheme or Onion routing (as discussed in Section 2.1), we do not compare our scheme with Chaum's.

Fig. 7 shows the CostTraffic of each protocol. Our proposed protocol RAD always produced better results for all networks except Random02 (when k < 60) than the other three schemes (i.e., NPF, KMB, and SPT). In particular, RAD performs well for the networks with a low network density. We can see that the CostTraffic of RAD is significantly lower than the other protocols for Ring, Chord and Hypergrid (see Fig. 7(g), (k) and (l)).

Fig. 8 shows the CostLatency of each protocol. The SPT heuristic serves as an absolute lower bound since it provides the shortest path between the sender and the intended recipient. RAD is the second-best protocol for most networks although RAD produced the worst results for two Transit-Stub graphs. Moreover, we can see that RAD scales well with the security parameter k except Transit-Stub graphs. We found the pattern of fluctuation for Ring and Chord (see Fig. 8(g) and (k)). Interestingly, these results’ patterns are similar to those of the SPT heuristic.

Our experimental results show that RAD has the trade-off between the CostTraffic and the CostLatency compared with SPT. In order to show this more effectively, we computed the (CostTraffic of RAD)/(CostTraffic of SPT) and (CostLatency of RAD)/(CostLatency of SPT), respectively, when k=10, 50 and 100. The results are shown in Table 3. As shown in Table 3, for k = 10 and Chord network, RAD uses only 27% traffic of SPT without a significant increase in CostLatency compared to the shortest path length. When we use P2P (e.g., Chord) as transport network, this result will be very encouraging.

Finally, we can see the size of the public routing proxies, which is computed by Algorithm 1, for each network entity. The experimental results are shown in Fig. 9. We can see that the average size of the public routing proxies for each network entity is scalable for a large k. Therefore, O(n) space is enough to maintain the public routing proxies for all network entities since O(1) space is approximately required to store the public routing proxies for a network entity. However, we can also see that the sizes of the public routing proxies for some network entities is relatively large compared to those of the other entities. In particular, this situation is clearly shown in two Transit-Stub graphs and a scale free network. For example, in a Transit-Stub graph, the maximum size of the public routing proxies for a network entity is greater than roughly 6.7 times than the average size of that when k = 30 (see Fig. 9(e)). In the worst case, however, the size of the public routing proxies for a network entity can be increased to n although the mean value for all network entities is bounded by a constant. We will discuss this limitation in more detail in Section 6.

5.2. Anonymity

We should consider two attack scenarios: “message tracing attacks” and “attacks with public routing proxies”.

Basically, in RAD, any message tracing attack is not effective. Let R be the set of vertices (including the intended recipient r) within HopCount (p,k) distance in RAD. We note that every network entity in R has the same possibility to be the recipient r since the multicast protocol is processed under the same rule. By the definition of HopCount (p,k), |R| is at least k. In other words, no one can infer the information about the intended recipient r with a probability greater than 1/k except the sender and the intended recipient themselves.

For “attacks with public routing proxies”, attackers can use the information about public routing proxies. Let A be the set of the network entities with p as one of their public routing proxies. Although it seems helpful to reduce the number of candidates for r since |A| ≤ |R|, we still guarantee that |A| is at least k. In order to show this, we prove that p should serve for at least k nodes as follows. In Algorithm 1, p is added into the public routing proxies of at least k nodes, respectively, by the definition of HopCount (p,k) and never deleted. If p is “removable”, p should be deleted in the course of Algorithm 1. Therefore, |A| ≥ k. We show that an unlimited attacker cannot distinguish the recipient r from a network entity x in A with a probability greater than 1/2. First of all, both of r and x have equally p, which was used in the message delivery, as one of their public routing proxies. In other words, the attacker cannot gain any information about r from p. In addition, since the proxy
\( p \) distributes \( m \) to every entity in \( A \) in the exactly same manner, the attacker cannot also gain any information about \( r \). Therefore any network entity in \( A \) has the same possibility to be the recipient \( r \).

Fig. 6. The networks used in the experiments.
When attackers combine two attack scenarios, “message tracing attacks” and “attacks with public routing proxies”, there is still no advantage compared with “attacks with public routing proxies” since $A \cap R = A$.

By using the concept of entropy [32] we can measure the anonymity of RAD in a quantitative manner. Let $P(A)$ be the attacker’s posteriori probability distribution of $A$. For our RAD protocol, the entropy $H_{P(A)}$ can be simply defined depending on $|A|$ only as $H_{P(A)} = \log |A|$ (here, log is to the base 2) [23] since every network entity in $A$ is a plausible recipient with the same probability. Thus, anonymity set must have at least log$k$ entropy in our RAD protocol. As evidence, Fig. 10 shows the degree of anonymity for our RAD protocol.

We calculate the entropy values of the minimum/maximum/average anonymity sets for each network dataset in Section 5.1. For comparison, we plotted the values against log$k$ as an absolute lower bound. As shown in Fig. 10, as the size of $k$ increases, the degree of entropy steadily increases in all kinds of networks. This is because the size of anonymity set is proportional to $k$. We can see that RAD always provides a higher entropy than the theoretical lower bound, log$k$, required for $k$-anonymity.

In general correlation attacks are also not effective. There is no specific correlation information between the sender and the intended recipient since the sender only delivers the message $m$ to public routing proxy $p$ and then $p$ distributes the message to the intended recipient and the dummies in the exactly same manner.

6. Limitations

In Section 5.1, we observed that the size of public routing proxies for each network entity is not bounded by a specific constant. Since this size can be theoretically increased to $n$ in the worst case, $O(n^2)$ space is required for a network entity to store all public routing proxies. Unfortunately, it is not easy to bound the maximum size of the public routing proxies for a network entity within a constant. When we consider this, we note that finding public routing proxies to optimally minimize routing cost is NP-hard. In general this problem can be reduced to a variant of $p$-median problem\(^1\) which is known to be NP-hard [15]. The $p$-median problem on a graph is to identify a subset $S \subseteq V$, called medians, where $|S| = p$ so as to minimize $\sum_{v \in S} \min_{s \in S} d(v, s)$. Given a graph $G = (V, E)$, a security parameter $k$ and a constant $c$, our goal is to identify public routing proxies with the size $c$ for each network entity. Unlike the standard $p$-median problem, this requires that $|V_p| \geq k$ for any public routing proxy $p$ where $V_p$ is the set of entities with $p$ as their public routing proxy.

We also consider only the static network model. In dynamic networks, it is practically more difficult to maintain each network entity’s public routing proxies to guarantee $k$-anonymity due to the entity’s mobility. However, we can capture well the statistical property (e.g. the average node degree over all time) of a dynamic network and use this information to compute reasonable public routing proxies. In this case, the computed public routing proxies may provide $k$-anonymity with a high probability. We will consider extending our work to dynamic networks as important lines for future work.

Our RAD is designed only for one-way $k$-recipient-anonymous data delivery. For two-way communication, we need to consider timing attacks. This is because an attacker may infer that two entities are communicating by observing the incoming and outgoing traffic at their public routing proxies and what the nodes reached via these proxies. We can design additional mechanisms such as latency schedule to support the two-way communication against timing attacks. We leave this support of two-way $k$-recipient-anonymous communications as future work.

Finally, our RAD is practically hard to deploy only with legacy multicasting in large-scale networks, such as the Internet. In the Internet, many networks are independently managed as Autonomous Systems (ASes) by different administrators, so their internal network structures are rarely known to other ASes. To support the recipient $k$-anonymity in this large-scale Internet, we can use P2P approaches running on overlay networks implemented at the application layer. Those nodes interested in this recipient $k$-anonymity subscribe to the P2P network for the $k$-recipient-anonymous data delivery. With this P2P approach, we can deploy our RAD protocol in the large-scale networks, such as the Internet, without the centralized administration. Also, note that the number of the active nodes in the P2P network should be at least $k$ in the anonymity set of a proxy for the recipient $k$-anonymity. Since churns in the P2P network happen due to nodes’ join to

---

\(^1\) This problem is commonly referred to as the $p$- or $k$-median problem.
and departure from the network, it is necessary to select enough nodes even under this churn activity such that the average number of active nodes is close to the security parameter $k$. This extension of our RAD to the P2P networking (including the churn) is left as future work.

7. Related work

Pfitzmann and Köhntopp [23] introduced a set of informal definitions that characterizes anonymity threats in networks. Information theoretic anonymity metrics [9,31] based on the concept of entropy provide to quantify the degree of anonymity in traffic analysis.

There has been a lot of interest in anonymous communication. Chaum [5] introduced the concept of a network of mixes. A mix is an intermediate network entity that takes a batch of messages, performs cryptographic operations on the messages, and then forwards the shuffled messages to the next destination. An ideal mix is to adequately hide the relationship between incoming messages and outgoing messages at the mix. In practice, however, the use of multiple...
mixes is more desirable since a single mix may be compromised. In this approach, sufficient network traffic is necessarily needed at a mix to scramble them in order to resist traffic analysis. When the traffic is not enough at the mix, the message forwarding may be delayed until sufficient traffic is collected or fake messages may be required. Rackoff and Simon [25] proposed a system based on mixes. There are several variants of the original system [3,8,14,19,20].

Reed et al. [27] proposed Onion routing that is a framework based on multiple mixes in a way that allows various applications for anonymous communication (or connection). In Onion routing, a path consisting of randomly chosen onion routers is constructed for anonymous
communication from a sender to a recipient and then the sender creates a layered message which is recursively encrypted with the onion routers’ public keys. Each onion router on the path creates a layer of encryption from the encrypted message with its private key and then delivers the message to its successor (an onion router or the intended recipient) on the path. Tor network [10] is a widely used, general purpose platform for Onion routing. Xiao et al. [39] proposed a scheme for anonymous multicast communication by extending Onion routing. In general, however, it cannot guarantee $k$-anonymity that is our security goal: consider a single user using an Onion routing system – there are no $k$ users to hide the intended recipient among, so it fails to achieve $k$-anonymity. Also, it is not effective against correlation attacks (e.g. using the end-to-end timing information between the sender and the recipient) [18]. Finally, unlike ours, there is the performance overhead associated with cryptographic operations based on public key cryptography. In order to construct an anonymity routing path for Tor, a user should share a unique key with each onion router on the path. It requires 2·$l$ messages to share the key with the $i$th onion router on the path. Thus the total number of messages required to construct an anonymity routing path of length $l$ is $l\cdot(l+1)=2\cdot\sum_{i=1}^{l}i$. Note that each of these messages needs to be encrypted and decrypted at each hop. Thus it is difficult to be implemented and deployed in networks requiring high-performance data forwarding, such as the Internet.

Another important approach to anonymous communication is Crowds [28]. Crowds is a set of network entities that forward an entity’s message through a path between crowd members. Message traffic is encrypted and forwarded to a crowd member instead of the intended recipient. This crowd member forwards it either to another crowd member or to the intended recipient directly. However, this makes communication resistant to local observer only. This approach does not protect against an outside adversary who monitors all messages traffic.

Our study is partly motivated by such problems with Onion routing and Crowds. We propose the protocol to achieve unconditional $k$-anonymity without any cryptographic primitives for high performance. Farber and Larson [13] presented that broadcast can be used for unconditional anonymous communication. Over the last decades, however, it is commonly believed that this approach is impractical since it requires extremely expensive traffic overhead. Adelsbach and Greveler [1] revisited the broadcast-based anonymous communication in the case of wireless networks where broadcast communication is basically supported on the data link layer. They discussed the practicality of the broadcast-based anonymous communication by implementing a simple prototype.

In this context, multicasting can be inherently applied to provide recipient anonymity. Algorithms for constructing multicast trees have been developed with two optimization goals: minimization of tree height and/or tree size. A minimum height tree can be constructed in $O(n^2)$ time using shortest path algorithm, where $n$ is the number of nodes in the network. The problem to find a multicast tree with minimum size is called the Steiner tree problem which is known to be NP-hard [16], even if edges have unit cost. Several heuristic algorithms were proposed to find approximate Steiner trees [17,35]. These algorithms run in $O(n^2)$ and $O(n^3)$. Empirical analyses show that these heuristics produce near-optimal trees in most cases. Moreover, they guarantee a constant-factor approximation. We show that RAD perform better than these heuristics in reducing the message traffic with various network topologies. For example, RAD uses the traffics ranging from 27% to 85% of the shortest path-based multicasting with a little sacrifice of delay, that is, the increased latency varied from 1.0 to 1.43 times compared to the multicasting.

### 8. Conclusion

In this paper, we proposed a new anonymous communication protocol for recipient anonymity by introducing public routing proxy. Our key insight is to deliver a message to a routing proxy topologically relevant to the intended recipient so that the proxy can multicast the message to a set of proximate network entities including the original recipient. The legacy scheme uses the broadcasting for this recipient anonymity where messages are broadcasted to all possible network entities, leading to the expensive traffic overhead. In our proposed protocol RAD, the user-required security level $k$ can be flexibly set, depending on the user’s...
requirements for anonymity and efficiency. We showed that the proposed protocol RAD can provide unconditional security for recipient $k$-anonymity and at the same time the reasonable efficiency can be achieved in terms of message traffic and latency. We demonstrated the performance of the protocol from the theoretical and empirical analysis. We evaluated the performance of RAD by comparing it to three different heuristics on several network datasets in order to show that our scheme can perform well in many network topologies (including the Internet) and demonstrated that RAD is capable of achieving a low traffic overhead and a reasonable network latency.

We specify civil applications and military applications based on one-way communications for our recipient-anonymity based data delivery. For the civil applications, P2P networks can adopt our RAD protocol to send some...
patients their privacy-related advertisement messages, such as medicine or food advertisement for health. For the military applications, the commander center can deliver the military operation commands to soldiers or policemen under military operations such that the adversaries cannot tell which people are soldiers or policemen near them. However, the current RAD does not come without limitations for these applications. It involves the preprocessing phase, where the administrator computes the public routing proxies of network entities. This task would have to be carried out periodically as the network topology might change from time to time, affecting the performance and the anonymity of RAD protocol. As part of the future work, we plan to extend the RAD protocol for highly mobile networks such as mobile ad hoc networks and evaluate its performance and anonymity.
For a high traffic density network, our RAD protocol produces high traffic overhead compared to the mix schemes and Onion routing. This is because our RAD protocol is designed regardless of the overall network traffic flow unlike the conventional anonymous protocols. In fact, the performance of these protocols highly depends on the volume of network traffic continuously generated; perhaps, this idea can also be applied to our RAD protocol. Therefore, we need to consider the network traffic volume for a better anonymity protocol. A possible approach is to use a hybrid strategy that switches between multicast and mix, depending on the amount of traffic. This is because RAD decreases the delivery latency compared with the mix schemes and Onion routing while it produces relatively high traffic volume. Future work may explore the possibility of a hybrid approach in depth to reduce the traffic overhead.
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